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Abstract: In this work, we presented the performance of quantized neural networks with compressed weight 
matrices for low-cost edge devices. The ternary neural network and the binary neural network were deployed on a 
low-cost Raspberry Pi for the application of MNIST classification. The signed weight matrix of ternary and binary 
neural networks was represented by the complementary binary matrices to reduce memory usage and speed up the 
inference process. The sparse binary matrices were compressed by Compressed Sparse Row format to reduce the 
memory usage and mainly reduce the inference time. For MNIST classification, ternary and binary neural networks 
produce the same accuracy of 94%.The ternary neural network involves weight matrices; these are sparser than the 
weight matrices of binary neural network. The ternary neural network and binary neural network with compressed 
weight matrices produced faster inference time by 9.93× and 6.78×, compared to the ternary and binary neural 
network without compressed weight matrices. Ternary and binary neural networks with compressed weight matrices 
are promising for low-cost edge devices, which have limited memory and speed. 
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1. Introduction  

 
Deep neural networks (DNN) have created a breakthrough for the application of artificial intelligence (AI) in the 
field of computer vision [1], [2]. This is because most of the best performance of DNNs is not just the result of 
larger datasets, bigger models, more improved network architectures, but mainly the development of more powerful 
hardware. DNNs are computationally expensive since they are composed of a large number of computational tasks, 
such as addition and multiplication. DNNs are effectively implemented on servers with powerful CPUs (Central 
Processing Units) and GPUs (Graphics Processing Units), but it seems difficult to implement on edge devices with 
low-cost computers [3]. Smaller DNNs are more feasible to deploy on edge devices with limited memory and speed. 
Quantization is one of the techniques that attempt to scale down the deep network models for low-cost edge 
devices. Quantized neural networks utilize a lower number of bits to represent weights, such as 16-bit floating-
point, 8-bit floating-point, 8-bit integer, ternary values, and binary values [4]-[8]. Ternary and binary neural networks 
are promising for low-cost embedded systems. Ternary neural networks use the ternary values of -1, 0, and 1 to 
represent the synaptic weights [5], [6]. In binary neural networks, the synaptic weights have either -1 or 1[7], [8]. 
Both ternary and binary neural networks have weight values of negative (-1) and positive (+1) since the synapses are 
either excitatory or inhibitory [9]. Ternary and binary neural networks produce lower accuracy than full-precision 
neural networks; however, they consume less memory and run much faster than full-precision neural networks. The 
signed weight matrix can be represented by using the complementary binary arrays to save the required memory for 
storing weights and speed up the inference process, as demonstrated in the previous work [10]. Ternary and binary 
neural networks produce the same performance in the merit of accuracy and inference time. In this work, we 
compress the binary arrays using the Compressed Sparse Row technique to speed up the pass propagate. By doing 
this, it turns out an interesting result that ternary neural networks run in real-time faster than binary neural networks 
because the weight matrices of ternary neural networks are sparser than those of binary neural networks. 
 
2. Method 
 
Figure 1 shows a concept of a three-layer ternary neural network and a three-layer binary neural network.In the 
ternary neural network presented in Figure 1(a), the negative synaptic weights (-1) are represented by the red lines, 
the positive synaptic weights are represented by the green lines, and the unconnected synapses (weights of 0) are 
represented by the dashed lines. In the binary neural network, the synaptic weights are either negative (-1) or 
positive (1), as depicted in Figure 1(b). 
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Figure 1. The conceptual diagram of (a) a ternary neural network and (b) a binary neural network 
 
The signed weight matrix can be represented by two complementary binary matrices [10]. This technique is to 
replace the signed integer values with binary values of 0 and 1 to reduce the memory required to store weights and 
simplify the computational tasks for speeding up the neural network. Figure 2 shows a concept of the 
complementary binary matrices for representing the signed ternary and binary weight matrices proposed in the 
previous work [10]. Here W is a weight matrix that is composed of -1, 0, and 1 for the ternary weights and only -1 
and 1 for the binary weights.The signed weight matrix can be composed of two complementary binary matrices of 
W+ and W-, as shown in Figure 2. The signed value of Wi,j can be obtained by using the following equation [10] 

 
𝑊𝑖,𝑗 = 𝑊𝑖,𝑗

+ − 𝑊𝑖,𝑗
−    (1) 

 

To represent the value of -1, 𝑊𝑖,𝑗
+  and 𝑊𝑖,𝑗

−  are respectively 0 and 1. For the value of 1, 𝑊𝑖,𝑗
+  and 𝑊𝑖,𝑗

−  are 

respectively 1 and 0. For the value of 0, 𝑊𝑖,𝑗
+ is selected to be 0 and  𝑊𝑖,𝑗

−  is selected to be 0.  

 
It turns out that for the binary weights, the total number of “0” bits in W+ and W- is constant and is equal to the 
total number of “1” bits because the matrices are complementary. For the ternary weight matrix, the value of 

𝑊𝑖,𝑗
+  and 𝑊𝑖,𝑗

−  that represent the value of -1 and 1 are complementary. However, the value of 0 can be represented 

by the value of 0 in both matrices, 𝑊𝑖,𝑗
+  and 𝑊𝑖,𝑗

− . As a result, the number of “0” bits in the two matrices are higher 

than the number of “1” bits, as illustrated in Figure 2. The matrices of W+ and W- for ternary weight matrix and 
binary weight matrix are sparse since they have a lot of zero entries.   
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Figure 2. Representation of signed weight matrix using complementary matrices 
 
To reduce the number of bits representing the signed value in ternary and binary weight matrices, the 
complementary binary matrices are utilized, which is conceptually illustrated in Figure 2. The binary matrices for 
representing ternary and binary matrices are sparse. The matrices that represent ternary weight matrix is sparser than 
thoseones that represent binary weight matrix, leading to an interesting idea that if we can compress these sparse 
matrices, we can achieve more benefit interns of memory usage and computational time. The sparse matrix can be 
compressed using the Compressed Sparse Row (CSR) format [11]. The computation of vector-matrix multiplication 
and the matrix-matrix multiplication of CSR-compressed matrices is much faster than that one of uncompressed 
matrix [11]. An example of Compressed Sparse Row representation is illustrated in Figure 3. Figure 3(a) shows a 
sparse matrix and Figure 3(b) shows a CRS representation of the sparse matrix in Figure 3(a). The CSR 
representation of a sparse matrix involves three arrays: a row pointer array, a column indices array, and a data value 
array. The elements of the row pointer array indicate the pointer offset for rows. The column indices array stores 
the column indices of the non-zero data that is stored inthe data values array. In Figure 3(a), the value of -1 in the 
first cell constituted by the first row and the first column of the sparse matrixis represented by an offset of 0 in the 
row pointer array, the index of 0 in the column indices array, and the value -1 in the data values array. Similarly, the 
value 1 in the fourth row of the sparse matrix is represented by the offset of 5 in the row pointer array, the index of 
1 in the column indices array, and the value of 1 in the data values array.  If the matrix is large and sparse, 
compressing matrix using CSR archives small arrays and fast CSR matrix multiplication.  
 

 
 
 
Figure 3. An example of Compressed Sparse Row (CSR). (a) Sparse matrix with high sparsity and (b) 
Compressed sparse Row representation of a sparse matrix 
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2. Result and discussion 
 
In this work, we deployed a three-layer ternary neural network and a three-layer binary neural network for the 
MNIST classification on a low-cost computer, Raspberry Pi. The input layer has 784 nodes for input 28×28 images 
of hand-written characters. The hidden layer is composed of 512 neurons and the output layer contains 10 neurons 
for performing 10 ways classification.The ternary neural network and binary neural network were trained using the 
dynamic threshold quantization method [12]. Ternary and Binary neural networks produce the same accuracy of 
94% for MNIST classification. The synaptic weight matrices in the ternary neural network and binary neural 
network are compressed with CSR format. We employed the Scientific Python Library for performing the vector-
matrix multiplication of vector and CSR-compressed matrix and evaluated the inference time of a neural network 
without compressing weight matrix, a ternary neural network with compressed weight matrices, and a binary neural 
network with compressed weight matrices. The ternary and binary neural network without compressed weight 
matrices takes 90.835ms to propagate an input image from the input layer to the output layer. In other words, the 
inference time of ternary neural network and binary neural network without compressing weight matrices is 
90.835ms. The binary neural network with compressed weight matrices consumes 15.78ms to propagate an input 
image to the output layer, and the ternary neural network with the compressed weight matrices takes only 9.335ms 
to propagate an input image to the output layer. 
 
Ternary neural network and binary neural network produce the same accuracy for MNIST classification. 
Compressing weight matrices can speed up the network significantly. The binary neural network with compressed 
weight matrices is 6.78 times faster than the binary neural network without compressed weight matrix. The ternary 
neural network produces parser weight matrices. As a result, the ternary neural network with compressed weight 
matrices is 9.73 times faster than ternary neural without compressed weight matrices. The ternary neural network 
with compressed weight matrices is faster by 1.69x, compared to the binary neural network with compressed weight 
matrices. Ternary and binary neural networks produce the same accuracy, however, a ternary neural network with 
compressed weight matrices is faster than a binary neural network with compressed weight matrices.  
 
3. Conclusion 
 
A ternary neural network and binary neural network for MNIST classification have been presented in this work. 
The signed weight matrices were represented by the complementary binary matrices to reduce memory usage and 
speed up the network. The sparse binary matrices were compressed by Compressed Sparse Row format. The 
ternary neural network and binary neural network with compressed weight matrices produced faster inference time 
by 9.93× and 6.78×, compared to the ternary and binary neural networks without compressed weight matrices. 
Ternary and binary neural networks with compressed weight matrices are promising for low-cost edge devices, 
which has limited memory and speed. 
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